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Guide to the text 
As you read this text you will find a number of features in every  

chapter to enhance your study of linguistics and help you  
understand how the theory is applied in the real world.

Use the phoneme list for Australian English 
inside the front cover as a quick reference list 
of the symbols that are used to represent the 
sounds of Australian English.

Find instances of these symbols 
throughout the text.

Find useful summary tables while you learn 
about syntax including a quick guide to the 
various lexical categories inside the back 
cover.

A PHONEME LIST FOR AUSTRALIAN ENGLISH

Consonants

Phoneme As in
Stops

/p/ pit /pɪt/
/b/ bit /bɪt/
/t/ tip /tɪp/
/d/ dip /dɪp/
/k/ could /kʊd/
/ɡ/ good /ɡʊd/

Nasals

/m/ mitt /mɪt/
/n/ nit /nɪt/
/ŋ/ sing /sɪŋ/

Approximants

/ɹ/ rip /ɹɪp/
/w/ whip /wɪp/
/j/ yip /jɪp/
/l/ lip /lɪp/

Harrington, Cox & Evans
Phoneme As in

/iː/ peat /piːt/ 
/ɪ/ pit /pɪt/
/e/ pet /pet/
/eː/ pair /peː/
/æ/ pat /pæt/
/ɐː/ part /pɐːt/
/ɐ/ putt /pɐt/
/ɔ/ pot /pɔt/
/oː/ port /poːt/
/ʊ/ put /pʊt/
/ʉː/ boot /bʉːt/
/ɜː/ pert /pɜːt/
/ə/ apart /əpɐːt/
/æɪ/ hay /hæɪ/
/ɑe/ high /hɑe/
/oɪ/ hoy /hoɪ/
/æɔ/ how /hæɔ/
/əʉ/ hoe /həʉ/
/ɪə/ here /hɪə/

Mitchell & Delbridge

/i/ peat /pit/
/ɪ/ pit /pɪt/
/ɛ/ pet /pɛt/
/ɛə/ pair /pɛə/
/æ/ pat /pæt/
/a/ part /pat/
/ʌ/ putt /pʌt/
/ɒ/ pot /pɒt/
/ɔ/ port /pɔt/
/ʊ/ put /pʊt/
/u/ boot /but/
/ɜ/ pert /pɜt/
/ə/ apart /əpat/
/eɪ/ hay /heɪ/
/aɪ/ high /haɪ/
/ɔɪ/ hoy /hɔɪ/
/aʊ/ how /haʊ/
/oʊ/ hoe /hoʊ/
/ɪə/ here /hɪə/
/ʊə/ tour /tʊə/ (now rare)

Vowels

Fricatives

/f/ fan /fæn/
/v/ van /væn/
/θ/ thick /θɪk/
/ð/ this /ðɪs/
/s/ sip /sɪp/
/z/ zip /zɪp/
/ʃ/ fission /fɪʃən/
/ʒ/ vision /vɪʒən/
/h/ hit /hɪt/

Affricates

/ʧ/ chill /ʧɪl/
/ʤ/ Jill /ʤɪl/

	 Distribution	of	rounded	and	unrounded	/	 /	in	English

Before a rounded vowel Before an unrounded vowel

Rounded   [sʷ] Yes No

Unrounded [s] No Yes

Table 3.1

Any two of these words form a minimal pair, two separate words	that	differ	in	just	one	sound.	
The	two	sounds	that	differentiate	the	words	belong	to	different	phonemes.

From the minimal set of [bVt]	words	above	(where	V refers to any vowel) we can infer that this 
variety	of	English	has	at	least	14	vowel	phonemes.	Remember	that	diphthongs	function	as	single	
vowel sounds. To that total we can add a phoneme corresponding to [ʊ] resulting from a minimal 
pair	such	as	book	[bʊk] and back [bæk] and we can add one for [oɪ] resulting from a minimal pair 
such as boy [boɪ] and bee [biː]. We can also add bare [beː] and beer [bɪə].

Our	 minimal	 pair	 analysis	 has	 revealed	 12	 monophthongal	 and	 six	 diphthongal	 vowel	
phonemes,	namely,	/iː/	/ɪ/	/e/	/eː/	/æ/	/ɐː/	/ɐ/	/ɔ/	/oː/	/ʊ/	/ʉː/	/ɜː/	and	/æɪ/	/ɑe/	/oɪ/	/æɔ/	/əʉ/	 
/ɪə/.	To	this	set	of	phonemes	we	must	also	add	schwa	/ə/,	the	vowel	that	occurs	in	the	majority	of	
unstressed syllables in English and is particularly common in Australian English. The minimal 
pair patty [pʰætiː] versus patter [pʰætə] illustrates its phonemic status. An alternative way of 
symbolising	these	phonemes	is	given	in	the	MD	phonemic	system	as	/i/	/ɪ/	/ɛ/	/ɛə/	/æ/	/a/	/ʌ/	
/ɒ/	/ɔ/	/ʊ/	/u/	/ɜ/	/eɪ/	/aɪ/	/ɔɪ/	/aʊ/	/oʊ/	/ɪə/.	See	Table 2.1 for details. Phonemic vowel sets may 
differ	slightly	in	different	varieties	of	English	because	the	symbols	are	chosen	as	a	shorthand	
way	of	representing	the	phonemes,	which	may	vary	between	the	different	varieties.	Importantly,	
in	English,	each	of	the	vowel	phonemes	has	a	number	of	variants	(allophones).	The	choice	of	
allophone is not random or haphazard – it is principled.

Complementary distribution
As we have seen, minimal pairs illustrate that some speech sounds are contrastive in a language 
(e.g.	the	vowels	in	bit and bet) and these contrastive sounds represent the set of phonemes of that 
language. We have also seen that some sounds are not contrastive; they do not contrast meanings 
and	cannot	be	used	to	make	different	words.	The	rounded	and	unrounded	[s] sounds in see and saw 
respectively were cited as examples that do not contrast. The substitution of one for the other does 
not create a minimal pair, so you can say the word sat with either an unrounded [s] or a rounded 
[sʷ] and the meaning of the word remains the same. The rounded and unrounded allophones of 
the	/s/	phoneme	do	not	occur	in	the	same	phonological	context,	as	Table 3.1 illustrates.

minimal pair
Two (or more) 
separate words 
that are identical 
except for one 
sound segment 
that occurs in the 
same position in 
each word, e.g. 
pan /pæn/, ban /
bæn/, man /mæn/.

Where rounded [sʷ] occurs, unrounded [s]	does	not	occur	and	vice	versa.	In	this	sense	the	
phones are said to complement each other, or to be in complementary distribution. The choice 
of an allophone is typically determined by its phonetic environment, and this gives rise to 
complementary distribution. Complementary distribution is a fundamental concept of phonology 
and can be illustrated with examples from everyday life. Let us consider a couple of examples 
that draw on the common experience of reading and writing English.

The	first	example	focuses	on	printed letters, such as those that appear on the pages of this 
book.	Each	printed	letter	of	English	has	two	main	variants:	lower	case	and	upper	case	(capital	
letters).	If	we	restrict	our	attention	to	words	that	are	not	proper	names	or	acronyms	(e.g.	Ron or 
UNICEF),	we	can	formulate	a	simple	rule	that	does	a	fair	job	of	determining	how	letters	will	be	
printed:	a	letter	is	printed	in	upper	case	if	it	is	the	first	letter	of	a	sentence;	otherwise,	it	is	printed	
in lower case.

complementary 
distribution
The situation in 
which phones do 
not occur in the 
same phonetic 
environment, 
e.g. [s] and [sʷ] 
in English words 
like see and saw, 
respectively.

s
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Lexical categories with examples
Noun (N) puppy, man, soup, happiness, thought, he, Mary
Verb (V) find, run, sip, see, know, try, want, believe
Verb (V) red, big, happy, quick, hopeless, silly, awful
Adverb (Adv) again, always, brightly, often, never, quickly, very
Preposition (P) up, across, over, into, besides, with, of, to, from, before, after, at, in, on, by

Phrasal lexical categories with examples
Noun phrase (NP) puppies, the man, some soup, his girlfriend, a good thought, the man with the telescope, a bottle of Coke
Verb phrase (VP) smiles, always jokes, often goes to the city, rode on a camel into the desert
Adjective phrase (AdjP) happy, very silly, bright blue, red with anger, worthy of praise
Adverb phrase (AdvP) brightly, more quickly, very slowly, really often
Prepositional phrase (PP) of linguistics, in the laundry, at the party, from the city

Quick tests for lexical categories
Note: These tests are not foolproof so try both the morphological and the distributional tests.
Noun Morphological Can the word take a plural suffix? (e.g. X-s)

Distributional Can the word combine with an article? (e.g. a X, the X)
or
Can the word appear after an adjective? (e.g. silly X, beautiful X)

Verb Morphological Can the word take a suffix for present or past tense? (e.g. X-s, X-ed)
Distributional Can the word be used with an adverb? (e.g. X quickly, X often)

or
Can the word be used with a modal? (e.g. can X, will X)

Adjective Morphological Can the word be used in a comparative form by adding –er or preceding it by more? (e.g. X-er, more X)
Distributional Can the word be positioned between a determiner and a noun? (e.g. the X book, a X boy)

or
Can the word be preceded by very? (e.g. very X) Caution!: This test also identifies adverbs

Adverb Morphological Does the word end with –ly? (e.g. X-ly) Caution!: This test only identifes a small subset of adverbs, and there 
are also adjectives ending with –ly

Distributional Can the word be preceded by very? (e.g. very X) Caution!: This test also identifies adjectives 
or
Is the word ungrammatical when positioned between a determiner and a noun? (e.g. *the X book, *a X boy)

Preposition Morphological None. Prepositions are a closed class set (e.g. in, under, before, of, with etc.)
Distributional Can the word be followed by a noun phrase? (e.g. X the box)

Functional categories with examples
Determiner (Det) the, a, my, his, your, each, some, many, two, several, this, those
Auxiliary (Aux) have, be, do, can, may, might, must, will, shall, should, would, could
Complementiser (C) that, if, for, whether
Conjunction (Conj) and, or, but

Pronouns
Subject pronoun Object pronoun Possessive pronoun

Person Singular Plural Singular Plural Singular Plural
1st I we me us my our
2nd you yo you you you you
3rd masculine he they him them him their
3rd feminine she they her them her their
3rd neuter it they it them its their

xiii



PART-OPENING FEATURES

Refer to the Chapter list for an outline 
of the chapters in each part.

Part 2
Grammatical aspects of language
2 Phonetics: the sounds of language 27
3 Phonology: the sound patterns of language 66
4 Morphology: the words of language 118
5 Syntax: the sentence patterns of language 156
6 Semantics and pragmatics: the meanings of  

language 209

The theory of grammar is concerned with the question: What is the nature 
of a person’s knowledge of [their] language, the knowledge that enables 
[them] to make use of language in the normal, creative fashion? A person 
who knows a language has mastered a system of rules that assigns sound 
and meaning in a definite way for an infinite class of possible sentences.

Noam Chomsky, Language and Mind, 1968

27
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CHAPTER OPENING FEATURES

Authentic real-world and literary 
quotes provide insights and connect 
with the theory.

Identify the key concepts that the 
chapter will cover with the Learning 
objectives at the start of each chapter.

2 Phonetics: the sounds of 
language

7111 languages are spoken today. That number is constantly in flux, because we’re learning 
more about the world’s languages every day. And beyond that, the languages themselves 
are in flux. They’re living and dynamic, spoken by communities whose lives are shaped by 
our rapidly changing world. This is a fragile time: Roughly 40 per cent of languages are now 
endangered, often with less than 1000 speakers remaining. Meanwhile, just 23 languages 
account for more than half the world’s population.

Ethnologue, https://www.ethnologue.com/guides/how-many-languages

Learning objectives

After reading Chapter 2, you should be able to:
• show an understanding that speech is produced through carefully coordinated 

overlapping vocal gestures that lead to disturbances in the air creating dynamic changes 
in acoustic energy

• demonstrate familiarity with the International Phonetic Alphabet (IPA) and its ability to 
represent the speech sounds of the world’s languages, showing a particular understanding 
of the IPA symbols used to represent Australian English speech sounds 

• categorise the consonant sounds of English according to the taxonomy determined by 
the International Phonetic Association and show an understanding of some additional 
consonantal features used across the world’s languages

• describe the major features used to classify the vowels of the world’s languages, with a 
focus on Australian English

• show how the phonetic features of length, pitch and loudness can be used in language to 
create the prosodic characteristics of rhythm, stress, intonation and tone

• compare the difference between spoken and signed languages through your 
understanding that signed languages use combinations of features such as handshape, 
orientation, movement and location to distinguish meaning.

The speech sounds that humans use in language are restricted to those we can make with our 
vocal organs and that we can easily differentiate when we listen to speech. All spoken languages 
use classes of sounds known as vowels and consonants, make use of air flowing from the lungs, 
and use pitch in some way to signal meaning. These fundamental similarities exist across 
languages, but there are also a great many differences between the world’s languages in terms 
of the type and number of sounds used. Some spoken languages use a very small number of 
speech sounds to differentiate words. For instance, Rotokas – a language spoken by people on the 
island of Bougainville – uses as few as 11 speech sounds. Others like !Xóõ (also known as East 
Taa) – a language of Botswana – is reported to have the largest inventory of speech sounds of all 
languages, with up to 161 sounds used to differentiate words.1 

This chapter will discuss speech sounds, how we produce them and how they may be classified.

28
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FEATURES WITHIN CHAPTERS

When you see Key terms marked in 
bold, study the Definitions nearby to 
learn important vocabulary. See the 
Glossary at the back of the book for a 
full list of key terms and definitions.

The sounds we produce can be described in terms of how fast the variations of air pressure 
occur, which determines the fundamental frequency of the sounds and is perceived by the hearer 
as pitch. We can also describe the magnitude, or intensity, of the variations, which determines 
the loudness of the sound. The quality of the speech sound – whether it is an [iː] or an [ɐː] or 
whatever	–	is	determined	by	the	shape	of	the	vocal	tract	when	air	 is	flowing	through	it.	This	
shape modulates the sound from the glottis into a spectrum of frequencies of greater or lesser 
intensity, and the particular combination of ‘greater or lesser’ is heard as a particular sound. 
(Imagine smooth ocean waves with regular peaks and troughs approaching a rocky coastline. 
As they crash on the rocks they are ‘modulated’ or broken up into dozens of ‘subwaves’ with 
varying peaks and troughs. That is similar to what is happening to the glottal pulses as they 
‘crash’ through the vocal tract.)

Computer programs can be used to decompose the speech signal into its frequency components. 
When speech is fed into a computer (from a microphone or a recording), an image of the speech 
signal is displayed. The patterns produced are called spectrograms or sometimes voiceprints. A 
spectrogram of the words heed, head, had and who’d produced by a speaker with a British accent 
is shown in Figure 8.1.

Time in milliseconds moves horizontally from left to right on the x axis; the y axis represents 
frequency. An increase in the intensity of each frequency component is indicated by a 
corresponding increase in the darkness of the trace. Each vowel is characterised by a number 
of	dark	bands	that	differ	in	their	placement	according	to	their	frequency.	They	represent	the	
strongest harmonics (or subwaves) produced by the shape of the vocal tract and are called 
the formants of the vowels. (A harmonic is a special frequency that is a multiple [2, 3, etc.] of 
the fundamental	frequency.)	Because	the	tongue,	lips	and	jaw	are	in	a	different	position	for	each	
vowel,	the	formant	frequencies	differ	for	each	vowel.	The	frequencies	of	these	formants	account	
for	the	different	vowel	qualities	you	hear.	The	spectrogram	also	shows	the	pitch	of	the	entire	
utterance (intonation contour) on the voicing bar marked ‘P’. The striations, or thin vertical lines, 
indicate a single opening and closing of the vocal cords. When the striations are far apart, the 
vocal folds are vibrating slowly and the pitch is low; when the striations are close together, the 
vocal folds are vibrating rapidly and the pitch is high.

fundamental 
frequency
In speech, the 
rate at which 
the vocal 
folds vibrate, 
symbolised as 
F0, called F-zero, 
perceived by the 
listener as pitch.

intensity
The magnitude of 
an acoustic signal, 
which is perceived 
as loudness.

spectrogram 
(voiceprints)
A visual 
representation 
of speech 
decomposed 
into component 
frequencies, with 
time on the x 
axis, frequency 
on the y axis 
and intensity 
portrayed on a 
greyscale – the 
darker, the more 
intense.

formant
In the frequency 
analysis of 
speech, a band 
of frequencies of 
higher intensity 
than surrounding 
frequencies, 
which appears 
as a dark line on 
a spectrogram. 
Individual vowels 
display different 
formant patterns.     A spectrogram of the words heed, head, had and who’d spoken with 

a British accent (speaker: Peter Ladefoged, 16 February 1973)

Figure 8.1

From Ladefoged/Johnson, A Course in Phonetics, 6e. © 2011 Cengage Learning. Reproduced by permission.  
Courtesy of Peter Ladefoged
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FEATURES WITHIN CHAPTERS

Key examples of linguistic rules and theory in practice are captured in Worked examples.

Other key elements are highlighted for simple navigation, including Phrase structure trees and Constituency tests

not therefore depend on the individual words but are determined by the syntactic structure of 
the sentence. 

These errors show us that syntactic structures exist independently of the words that occupy 
them, and intonation contours can be mapped onto those structures without being associated 
with particular words. 

Errors like those just cited are constrained in interesting ways. Phonological errors involving 
segments or features, as in (1), (2), and (3), primarily occur in content words, and not in 
grammatical morphemes, showing the distinction between these lexical classes. In addition, 
free	morphemes	may	be	inter-changed	but	bound	morphemes	may	not	be.	We	do	not	find	errors	
like The boying are sings for The boys are singing.	Typically,	as	example	(4)	illustrates,	the	affixes	
are left behind when root morphemes switch, and then attach to the moved morpheme. Errors like 
those in Figure 8.2 show that speech production operates in real time using the features, segments, 
morphemes, words, and phrases that exist in the grammar. They also show that when we speak, 
words are chosen and sequenced ahead of when they are articulated.

Planning also goes on at the sentence level. In experimentally controlled settings, speakers 
take longer to initiate (begin uttering) passive sentences like The ball was chased by Nellie than 
active sentences like Nellie chased the ball. They also take longer to begin uttering sentences 
containing relative clauses like The cat that the dog chased climbed the tree than ones like The cat 
that scratched the dog climbed the tree	due	to	the	word	order	in	the	relative	clause.	These	findings	
suggest that more planning goes into sentences that have a less common word order than into 
sentences with SVO word order, as outlined in the worked examples below.

Interestingly, however, speakers are more likely to produce a passive sentence after hearing 
a passive, despite its non-typical word order. In syntactic priming experiments, speakers are 
asked to describe a scene after hearing an unrelated active or passive sentence. Results show that 
they are more likely to describe the scene using a passive if that is what they have just heard. 

Planning in Active versus Passive Sentences

Nellie chased the ball Active
The object of ‘chase’ is ‘the ball.’

The ball was chased by Nellie Passive
The object of the active sentence ‘the ball’ 
becomes the subject NP in the passive 
sentence.

Worked example

Sentences containing Relative Clauses

[The cat[that __scratched the dog] climbed the tree.

 
S S V O

The relative clause modifies ‘the cat’; 
this is known as the head noun. ‘The cat’ 
is the agent of ‘scratch’ and it is moved 
by a transformation from the position 
marked with ‘__’. 

[The cat[that the dog chased__] climbed the tree.

O S V O

The relative clause modifies ‘the cat’, 
the head noun. ‘The cat’ is the patient 
of the verb ‘chase,’ and it is moved by a 
transformation from the object position 
inside the relative clause marked ‘__’. 

Worked example
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The coordination test shows that up his breakfast and up his dinner cannot be conjoined, 
suggesting that they are not constituents. In fact, up is part of the phrasal verb ‘throw up’. It is 
possible to coordinate his breakfast and his dinner, however, which tells us that these two strings 
of words are the same kind of constituent. 

We can summarise this section by evaluating whether or not the string of words in the  
garden from the sentence The puppy played in the garden passes the constituency tests, as shown 
in Table 5.1. ‘Q’ and ‘A’ abbreviate ‘Question’ and ‘Answer’.

In the above examples, the group of words in the garden passes all tests. In each case, the test 
yields a grammatical sentence and so it is safe to conclude it is a constituent. The standalone test 
shows that in the garden can be used as a fragment answer to a question. It can also be replaced 
by the pro-form there. The move as a unit test shows us that in the garden can be moved from its 
original position without any loss of grammaticality. Sometimes, however, you may find that a 
particular test does not work for a particular string of words. If so, try another test. It is always 
a good idea to try several tests.

Our knowledge of the constituent structure may be graphically represented as a tree diagram. 
The tree structure for the sentence The puppy played in the garden is as follows:

the puppy played

in

the garden

In addition to the syntactic tests just described, experimental evidence has shown that 
speakers do not mentally represent sentences as strings of words, but rather in terms of 
constituents. In these experiments, participants listen to sentences that have clicking noises 
inserted into them at random points. In some cases the click occurs at a constituent boundary. 
For example, the click might occur between the subject and the predicate, that is, between 
the puppy and played in the garden. In other sentences, the click is inserted in the middle of 
a constituent, for example, between the and puppy. Participants are then asked to report 
where the click occurred. There have been two important results: first, participants in these 
experiments noticed the click and recalled its location best when it occurred at a constituent 

constituent 
structure
The hierarchically 
arranged 
syntactic units, 
such as noun 
phrase and verb 
phrase, that 
underlie every 
sentence.

 The constituency tests

Question: Is the string of words in the garden a constituent?

1 Standalone test Q: Where did the puppy play?
A: In the garden

2 Replacement by a pro-form The puppy played in the garden
The puppy played there

3 Move as a unit test a It was in the garden that the puppy played.
b In the garden is where the puppy played

4 Coordination test The puppy played in the garden and on the porch

Table 5.1

Constituency tests
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Grammaticality does not depend on the truth of sentences. If it did, lying would be impossible. 
Nor does it depend on whether real objects are being discussed, nor on whether something is 
possible. Untrue sentences can be grammatical, sentences discussing unicorns can be grammatical 
and sentences referring to pregnant rocks can be grammatical.

Our unconscious knowledge of the syntactic rules of grammar permits us to make 
grammaticality judgements. These rules are not the prescriptive rules that are taught in school, 
like ‘Don’t end a sentence with a preposition’. Children develop unconscious syntactic rules for 
their language long before they attend school, as is discussed in Chapter 7.

Sentence structure
I really do not know that anything has ever been more exciting than diagramming sentences.

Gertrude Stein, ‘Poetry and Grammar’, 1935

Syntactic rules determine the order of words in a sentence, and the organisation of the groups of 
words. The words in the sentence:

The child found the puppy.

may be grouped into [the child] and [found the puppy], corresponding to the subject and predicate 
of the sentence. A further division gives [[the child] [[found][the puppy]]], and finally the 
individual words [[[the][child]] [[found][[the][puppy]]]]. It is easier to see the parts and subparts 
of the sentence in a tree diagram, which illustrates the hierarchical structure of sentences:

The child found the puppy

the child

the

found the puppy

foundchild

the puppy

the puppy

The ‘tree’ is upside down with its ‘root’ being the entire sentence, The child found the puppy, 
and the ‘branches’ leading to its ‘leaves’, which are the individual words, the, child, found, the and 
puppy. The diagram can be redrawn, showing the words just as ‘leaves’:

The tree diagram conveys the same information as the nested brackets, but more clearly. The 
groupings and subgroupings are reflected in the hierarchical structure of the tree. From the tree 
diagram, we know that the phrase found the puppy divides naturally into two branches, one for 
the verb found and the other for the direct object the puppy. A different division, say, found the 
and puppy, is unnatural.

the

root

child found

the puppy

Constituents and constituency tests
The natural groupings of words in a sentence are called constituents. Various syntactic tests 
reveal the constituents of a sentence. These tests can be applied to groups of words to find out if 
the group of words is a constituent or not.

constituent
A syntactic unit in 
a tree diagram.
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When we hear so did Bill or Bill did too, we understand that Bill also found the puppy. This tells 
us that the group of words found the puppy is a constituent. We have seen in these examples that 
pronouns and words like the auxiliary verb do are both pro-forms.

A third test of constituency is the ‘move as a unit’ test. If a group of words can be moved or 
relocated to another position, they form a constituent. For example, if we compare the following 
sentences to the sentence The child found a puppy we can see that a certain group of words has 
moved.

The first test is the ‘standalone’ test. If a group of words can stand alone as a fragment answer 
to a question, they form a constituent. Consider the following:

The test shows that the group of words the puppy can stand alone as a fragment answer to the 
question, while the group of words found the cannot. This test supports our judgement that the 
puppy is a meaningful linguistic unit while found the is just two words listed one after the other.

The second test is the ‘replacement by a pro-form’ test. There are several kinds of pro-forms. 
Pronouns are one kind of pro-form and can substitute for natural groups of words. Consider the 
following question and answer

Here, the pronoun him is replacing the puppy. When the group of words the puppy is replaced 
by the pronoun, the result is a grammatical sentence, so we can conclude that the puppy is a 
constituent. There are also words, such as do, that can take the place of an entire expression, 
such as in found the puppy. 

In all of these examples, the constituent a puppy has moved from its position following found. 
In all such rearrangements the constituents a puppy and the child remain intact. In the sentence 
The child found a puppy the natural groupings or constituents are the subject the child, the predicate 
found a puppy, and, within the predicate, the direct object a puppy. Found a cannot be moved 
because it is not a constituent.

The ‘coordination’ test is a fourth test that is useful when it is unclear whether two strings of 
words are of the same natural grouping. Only constituents of the same syntactic category can 
be coordinated. Consider the following example: 

What did the child find?
The puppy.
*Found the.

Constituency tests

Where did you find the puppy? 
I found him in the park. 

Constituency tests

John found the puppy and so did Bill.
John found the puppy and Bill did too.

Constituency tests

It was a puppy the child found.
A puppy is what the child found
A puppy was found by the child.

Constituency tests

What did the puppy do?
*He threw up his breakfast and up his dinner
He threw up his breakfast and his dinner

Constituency tests
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When we hear so did Bill or Bill did too, we understand that Bill also found the puppy. This tells 
us that the group of words found the puppy is a constituent. We have seen in these examples that 
pronouns and words like the auxiliary verb do are both pro-forms.

A third test of constituency is the ‘move as a unit’ test. If a group of words can be moved or 
relocated to another position, they form a constituent. For example, if we compare the following 
sentences to the sentence The child found a puppy we can see that a certain group of words has 
moved.

The first test is the ‘standalone’ test. If a group of words can stand alone as a fragment answer 
to a question, they form a constituent. Consider the following:

The test shows that the group of words the puppy can stand alone as a fragment answer to the 
question, while the group of words found the cannot. This test supports our judgement that the 
puppy is a meaningful linguistic unit while found the is just two words listed one after the other.

The second test is the ‘replacement by a pro-form’ test. There are several kinds of pro-forms. 
Pronouns are one kind of pro-form and can substitute for natural groups of words. Consider the 
following question and answer

Here, the pronoun him is replacing the puppy. When the group of words the puppy is replaced 
by the pronoun, the result is a grammatical sentence, so we can conclude that the puppy is a 
constituent. There are also words, such as do, that can take the place of an entire expression, 
such as in found the puppy. 

In all of these examples, the constituent a puppy has moved from its position following found. 
In all such rearrangements the constituents a puppy and the child remain intact. In the sentence 
The child found a puppy the natural groupings or constituents are the subject the child, the predicate 
found a puppy, and, within the predicate, the direct object a puppy. Found a cannot be moved 
because it is not a constituent.

The ‘coordination’ test is a fourth test that is useful when it is unclear whether two strings of 
words are of the same natural grouping. Only constituents of the same syntactic category can 
be coordinated. Consider the following example: 

What did the child find?
The puppy.
*Found the.

Constituency tests

Where did you find the puppy? 
I found him in the park. 

Constituency tests

John found the puppy and so did Bill.
John found the puppy and Bill did too.

Constituency tests

It was a puppy the child found.
A puppy is what the child found
A puppy was found by the child.

Constituency tests

What did the puppy do?
*He threw up his breakfast and up his dinner
He threw up his breakfast and his dinner

Constituency tests
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Rule I states that a sentence that is made up of a subject NP and a VP is true if the subject 
NP refers to an individual who is among the members of the set that constitutes the meaning of 
the VP. Notice that this rule is completely general; it does not refer to any particular sentence, 
individuals or verbs. It works equally well for sentences such as Ellen sings or Rex barks. Therefore 
the meaning of Rex barks is the truth condition (i.e. the ‘if-sentence’) that states that the sentence 
is true if the individual referred to by Rex is among the set of individuals referred to by barks and 
so on.

Let us now try a slightly more complex case: the sentence Jack kissed Laura. The main syntactic 
difference between this example and the previous one is that we now have a transitive verb that 
requires an extra NP in object position; otherwise our semantic rules will derive the meaning 
using the same mechanical procedure as in the first example. We again start with the word 
meanings and syntactic structure.

Word meanings

Jack refers to (or means) the individual Jack

Laura refers to (or means) the individual Laura

kissed refers to (or means) the set of pairs of individuals X and Y such that X kissed Y.

S

Laurakissed

NP

Jack V NP

Aux VP

The meaning of the transitive verb kiss is still a set, but this time the set consists of pairs 
of individuals. The first individual of each pair is the kisser, while the second is the one kissed. 
This captures the intuition that if you know the meaning of kiss, then you are able to establish 
who kissed who in a given situation; that is, you are able to group people into pairs of kissers 
and kissees. If a set of pairs is the meaning of a transitive verb like kiss, what is the meaning 
of the VP resulting from combining a transitive verb with its object as in the VP kissed Laura? 
Like the simple VP swim we saw earlier, the meaning of the complex VP kissed Laura is a set of 
individuals – all and only those individuals that kissed Laura in a given situation. This may be 
expressed formally in Semantic Rule II.

Semantic rule I
The meaning of:

S

NP Aux VP

is the following truth condition:

If the meaning of NP (an individual) is a member of the meaning of VP (a set of 
individuals), then S is TRUE; otherwise it is FALSE.

Worked example
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END-OF-CHAPTER FEATURES

At the end of each chapter you will find several tools to help you to review, practise and extend your knowledge of 
the key learning objectives.

Review your understanding of 
the key chapter topics with the 
Summary.

Test your knowledge and 
consolidate your learning 
through the end-of-chapter 
exercises. 

Extend your understanding with 
challenge exercises.

Extend your understanding with 
the suggested Further reading 
and Weblinks relevant to each 
chapter.

CHAPTER REVIEW

Summary
Psycholinguistics is concerned with linguistic performance or processing, which is the use of linguistic knowledge 
(competence) in speech production and comprehension. 

Comprehension, the process of understanding an utterance, requires the ability to access the mental lexicon 
to match the words in the utterance to their meanings. Comprehension begins with the perception of the acoustic 
speech signal. Listeners who know a language have the ability to segment the stream into linguistic units and to 
recognise acoustically distinct sounds as the same linguistic unit. 

Psycholinguistic studies are aimed at uncovering the units, stages and processes involved in linguistic 
performance. Several experimental techniques, including lexical decision tasks, have proved helpful in 
understanding lexical access. The measurement of response times (RTs), shows that it takes longer to retrieve less 
common words than more common words, longer to retrieve possible non-words than impossible non-words, 
longer to retrieve words with larger phonological neighbourhoods than ones with smaller neighbourhoods, and 
longer to retrieve lexically ambiguous words than unambiguous ones. A word may prime another word if the 
words are semantically, morphologically or phonologically related. The priming effect is shown by faster RTs to 
related words than to unrelated words. 

To comprehend the meaning of an utterance, the listener must parse the string into syntactic constituents. 
This is done according to the rules of the grammar of the language and also following structural parsing principles 
that favour simpler structures, although other factors, such as frequency of occurrence and subcategorisation 
information, can also influence the parser in its structural choices. 

Language is filled with temporary ambiguities – points at which the sentence can continue in more than one 
way because a word is ambiguous in its syntactic category or because there are different structural possibilities. In 
such cases, the reader may ‘go down a garden path’ and have to backtrack and redo the parse. 

Much of the best information about the units and stages of speech production comes from observing and 
analysing spontaneous speech, especially speech errors. Many of the same factors that influence the listener in 
comprehension also affect the speaker in production. Lexical access is influenced in both cases by semantic and 
phonological relatedness of words and word frequency. 

Neurolinguistics is the study of the brain mechanisms and anatomical structures that underlie linguistic 
competence and performance. The brain is divided into two cerebral hemispheres, which are connected by the 
corpus callosum, a network that permits the left and right hemispheres to communicate. Language is lateralised 
to the left hemisphere of the brain. Much of the early evidence for language lateralisation came from the study 
of aphasia. Evidence for language lateralisation as well as the contralateral control of function is also provided by 
split-brain patients and by studying people with other neurological conditions, such as acquired dyslexia.

Advances in technology have provided a variety of non-invasive methods for studying the living brain as 
it processes language. By measuring electromagnetic activities (ERPs and MEG studies), and through imaging 
techniques, such as CT, MRI, fMRI, and fPET scans, both damaged and healthy brains can be observed and 
evaluated. These studies confirm earlier results concerning the lateralisation of language to the left hemisphere. 

Lateralisation of language to the left hemisphere is a process that begins very early in life. While the left 
hemisphere is innately predisposed to specialise for language, there is also evidence of considerable plasticity in 
the system during the early stages of language development. The plasticity of the brain decreases with age and 
with the increasing specialisation of the different hemispheres and regions of the brain. 

The timing of exposure to language is crucial. The critical-age hypothesis states that there is a window of 
opportunity for learning a first language. Within this time frame, children have the capability to acquire language, 
or, in the case of deaf children, create language if there is no appropriate language model in the environment.

The language faculty is modular. It is independent of other cognitive systems with which it interacts. 
Evidence for modularity is found in the selective impairment of language in aphasia, in children with specific 
language impairment (SLI), in linguistic savants, and in children who learn language past the critical period. Much 
neurolinguistic research is centred on experimental and behavioural data from people with impaired or atypical 
language. These findings greatly enhance our understanding of language structure and acquisition.
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Exercises
1 Speech errors (i.e. ‘slips of the tongue’ or ‘bloopers’) illustrate a difference between linguistic competence 

and performance since our very recognition of them as errors shows that we have knowledge of well-formed 
sentences. Furthermore, errors provide information about the grammar. The following utterances were actually 
observed. A few are attributed to Dr Spooner.
a For each speech error, state what kind of linguistic unit or rule is involved, that is, whether it is phonological, 

morphological, syntactic, lexical or semantic.
b State, to the best of your ability, the nature of the error or the mechanisms that produced it.

(Note: The intended utterance is to the left of the arrow and the actual utterance is to the right.)
Example: ad hoc  odd hack
a phonological vowel segment
b reversal or exchange of segments
Example: she gave it away  she gived it away
a inflectional morphology
b incorrect application of regular past-tense rule to exceptional verb
Example: When will you leave?  When you will leave? 
a syntactic rule
b failure to move the auxiliary to form a question 

i brake fluid  blake fruid
ii drink is the curse of the working  

classes  work is the curse of the drinking 
classes (Spooner)

iii I have to smoke a cigarette with my coffee  
… smoke my coffee with a cigarette

iv untactful  distactful
v an eating marathon  a meeting arathon
vi executive committee  executor committee
vii lady with the dachshund  lady with the 

Volkswagen

viii     Are we taking a bus back?  Are we taking 
the buck bass?

 ix    he broke the crystal on my watch  he 
broke the whistle on my crotch

  x    a phonological rule  a phonological fool
 xi    pitch and stress  piss and stretch
 xii   Lebanon  lemadon 
xiii   speech production  preach seduction 
xiv   he’s a New Yorker  he’s a New Yorkan
 xv    I’d forgotten about that  I’d forgot  

abouten that

2 Consider the following ambiguous sentences. Explain the ambiguity, give the most likely interpretation and 
state what a computer would have to have in its knowledge base to achieve that interpretation.
Example: A cheesecake was on the table. It was delicious and was soon eaten.
a Ambiguity: It can refer to the cheesecake or the table.
b Likely: It refers to the cheesecake.
c Knowledge: Tables are not usually eaten.

i For those of you who have children and don’t 
know it, we have a nursery downstairs. (Sign 
in a church)

ii The police were asked to stop drinking in 
public places.

iii Our bikinis are exciting; they are simply the 
tops. (Bathing suit ad in newspaper)

iv It’s time we made smoking history. 
(Antismoking campaign slogan)

v Do you know the time? (Hint: This is a 
pragmatic ambiguity.)

vi Concerned with spreading violence, the prime 
minister called a press conference.

vii   The ladies of the church have cast off 
clothing of every kind and they may be 
seen in the church basement on Friday. 
(Announcement in a church bulletin)

viii   She earned little as a whiskey maker but he 
loved her still.

 ix   The butcher backed into the meat grinder 
and got a little behind in his work.

  x   A dog gave birth to puppies near the road 
and was cited for littering.

 xi   A hole was found in the nudist camp wall. 
The police are looking into it.
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Based on the information provided in this chapter, would the location of neural activity be the same or 
different when Chinese speakers read in these two systems? Explain.

19 Children with specific language impairment have been shown to have particular difficulty with morphemes 
related to tense, which tend to be omitted from their productions. Make a list of all of the relevant morphemes 
that express tense in English, and make up a sentence in which this particular morpheme is omitted. You may 
want to check Chapter 4 to get some help on English morphology.

20 Challenge exercise: Do some independent research on one or more of the following topics:
a Consider some of the high-tech methodologies used to investigate the brain discussed in this chapter, such 

as PET, MRI and MEG. What are the upsides and downsides of the use of these technologies on healthy 
patients? Consider the cost, the intrusiveness and the ethics of exploring a person’s brain, weighed against 
the knowledge obtained from such studies.

b Recent research suggests that specific language impairment may have a genetic basis. Conduct some 
research to find out what observations and experimental findings have led researchers to this conclusion. 
It may be helpful to investigate the websites of senior researchers in this area, such as Mabel Rice and 
Dorothy Bishop. 

c Look up some of the research on the spontaneous emergence of language in individuals with hearing loss 
who have not had access to language input, such as in Nicaraguan Sign Language or in Al-Sayyid Bedouin 
Sign Language. At what point does a gestural home sign system become a ‘language’? You may wish to read 
literature by Susan Goldin-Meadow, Ann Senghas and Marie Coppola.

d The late former UK prime minister Dame Margaret Thatcher was (famously) quoted as saying: ‘If you 
want something said, ask a man … if you want something done, ask a woman’. This suggests, perhaps, 
that men and women process information differently. This exercise asks you to take up the controversial 
question: Are there gender differences in the brain having to do with how men and women process and 
use language? You might begin your research by seeking answers (try the internet) to questions about the 
incidence of SLI, dyslexia and language development differences in boys versus girls.
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Preface
Well, this bit which I am writing, called Introduction, is really the er-h’r’m of the book, and I have 
put it in, partly so as not to take you by surprise, and partly because I can’t do without it now. 
There are some very clever writers who say that it is quite easy not to have an er-h’r’m, but I 
don’t agree with them. I think it is much easier not to have all the rest of the book.

A A Milne, The Christopher Robin Birthday Book

The last thing we find in making a book is to know what we must put first.

Blaise Pascal (1623–1662)

Interest in linguistics – the study of human language – has existed throughout history. Many of the 
questions discussed in this book have been asked for thousands of years. What is language? What do 
you know when you know a language? What is the origin of language? Is language unique to the human 
species? Why are there so many languages? Where do they come from? How are they related? How do 
children learn language? Are some languages (or dialects) superior to others? Are some languages simpler 
than others? What do all languages have in common? What is the neurological basis of human language? 
What parts of the brain are concerned with language? Can computers be taught to speak and understand 
human language? These are only a few of the questions that have piqued curiosity about language.

In addition to a philosophical interest in such questions, there are many other reasons that linguists, 
psychologists, philosophers, educators, sociologists, legal experts, neurologists, communication engineers 
and computer scientists need to understand the nature of human language. New developments in 
linguistics have wide ranging impact in education, health science, sociology, psychology, law, medicine, 
technology and communication.

In light of the importance of linguistics in so many diverse disciplines, the first nine (Australian) 
editions of this textbook were directed towards students in a wide variety of courses. The book has 
been used in linguistics and non-linguistics courses, at all levels from undergraduate to postgraduate, 
for students in fields as diverse as computer science, English, foreign languages, speech pathology, 
anthropology, communications and philosophy. The tenth Australian edition follows in this tradition, 
but further extends and updates the content to make it suitable for an even wider audience. Students will 
gain insight into current linguistic issues and develop a better understanding of debates appearing in the 
national media. We hope that this book will help to dispel certain common misconceptions that people have 
about language and language use.

We have provided many new exercises and problem sets in this edition so that students can apply their 
knowledge of linguistic concepts to novel data. This will help to consolidate learning and further test 
understanding of the material in the text. More research-oriented exercises have also been added for those 
instructors who wish their students to pursue certain topics more deeply. Some exercises are marked as 
‘challenge exercises’ if they go beyond the scope of what is ordinarily expected in a first course in language 
study. An answer key is available to instructors to assist them in areas outside of their expertise. Chapter 1  
continues to be a concise introduction to the general study of language. It includes many ‘hooks’ for 
engaging students in language study, including discussions of signed languages; a consideration of animal 
‘languages’; a treatment of language origins; and the occasional silliness of self-appointed mavens of 
‘good’ grammar who beg us not to carelessly split infinitives and who find sentence-ending prepositions an 
abomination not to be put up with. 
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Chapter 2, on phonetics, introduces the notion of phoneme and allophone at the beginning of the chapter 
to set the scene for discussion of different levels of analysis. In this chapter the transcription system for 
Australian English, based firmly on the principles of the International Phonetic Alphabet is introduced. 
This system is essential for the study of Australian English speech patterns. The text fully adheres to 
the International Phonetics Association (IPA) notation conventions. The taxonomic classification system 
for describing the sounds of the worlds languages is introduced with particular reference to articulatory 
processes that are necessary to create individual speech sounds. Consonants, vowels, tone and intonation 
are illustrated through examples from a range of languages. 

Chapter 3, on phonology, reinforces the concept of phoneme and allophone and highlights some 
important allophonic processes that occur in English. This chapter retains numerous Australian English 
and other language problems and examples to illustrate the important theoretical concepts relating to the 
patterns of sounds in language. Material in this chapter continues to be presented so that the student can 
appreciate the need for formal theories through real-world examples.

Chapter 4 launches the book into the study of grammar with morphology, the study of word formation, 
as that is the most familiar aspect of grammar to most students. The subject is treated with clarity 
and an abundance of simple illustrations from non-English languages to emphasise the universality of 
word structure, including the essentials of derivational versus inflectional morphology, free and bound 
morphemes, and the hierarchical structure of words. The section on compounds words has been expanded 
to include a detailed discussion of their internal structure.

Many instructors have noted that recent school English curricula include little teaching of grammar, 
and have requested that the text cover more foundational knowledge. Chapter 5 now has an expanded 
section on the various syntactic categories, and ways to identify parts of speech. In particular, we have 
expanded the section on how to identify different syntactic categories using constituency tests. Our 
feedback has shown that our students would benefit more from studying the basics of sentence structure 
than learning about current views on X-bar phrase structure. For this reason, we have not followed 
the US edition in moving to X-bar theory. Instead, we have chosen to introduce students to the more 
intuitive earlier system of phrase structure rules with ternary branching trees, leaving X-bar theory 
for more advanced courses on syntax. The text introduces students to phrase structure rules slowly and 
systematically, incorporating many example tree structures. While our focus is necessarily on the sentence 
structure of English, we have introduced cross-linguistic examples where possible. The intention in the 
syntax chapter is to enhance the student’s understanding of the differences among languages as well as 
the universal aspects of grammar. Nevertheless, the introductory spirit of these chapters is not sacrificed, 
and students gain a deep understanding of word and phrase structure with a minimum of formalisms and a 
maximum of insightful examples and explanations, supplemented as always by quotes, poetry and humour.

Chapter 6, on semantics, has been more finely structured so that the challenging topics of this complex 
subject can be digested in smaller pieces. Still based on the theme of ‘What do you know about meaning 
when you know a language?’ the chapter first introduces students to truth-conditional semantics and 
the principle of compositionality. Following that are discussions of what happens when compositionality 
fails, as with idioms, metaphors and anomalous sentences. Lexical semantics takes up various approaches 
to word meaning, including the concepts of reference and sense, semantic features, argument structure 
and thematic roles. The most heavily revised parts of this chapter are the sections on argument structure, 
thematic roles and semantic features, the latter now containing a discussion of how these features affect 
the syntax. In the section on pragmatics, we discuss and illustrate in depth the influence of situational 
versus linguistic context on the communicative content of utterances, the significance of implicature in 
comprehension, Grice’s maxims of conversation, presuppositions and J L Austin’s speech acts.

The chapters comprising Part 3, `The psychology of language’, have been revisited. Chapter 7, `Language 
acquisition’, remains rich in data from English and other languages. The 10th edition incorporates a new 
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section on the acquisition of Murrinhpatha, an Australian indigenous language spoken in the Northern 
Territory. Bilingualism and L2 acquisition are taken up in detail, including a section on L2 teaching. 
This edition includes both usage-based approaches to language acquisition as well as the generative 
approach. The arguments for innateness and Universal Grammar that language acquisition provides are, 
nevertheless, exploited to show the student how scientific theories of great import are discovered and 
supported through observation, experiment and reason. As in most chapters, Australian Sign Language 
(Auslan) is discussed, and its important role in understanding the biological foundations of language is 
emphasised. 

In Chapter 8, ‘Language processing and the human brain’, the section on psycholinguistics has 
been revised to accommodate recent discoveries. This chapter may be read and appreciated without 
technical knowledge of linguistics. When the centrality of language to human nature is appreciated, 
students will be motivated to learn more about human language, and about linguistics, because they 
will be learning more about themselves. As in the previous edition, highly detailed illustrations of 
MRI and PET scans of the brain are included, and this chapter highlights some of the new results and 
tremendous progress in the study of neurolinguistics over the past few years. There is a section on how 
MEG (magnetoencephalography) can be used to study aspects of our linguistic knowledge. The arguments 
for the autonomy of language in the human brain are carefully crafted so that the student sees how 
experimental evidence is applied to support scientific theories.

Part 4 is concerned with language and society, including sociolinguistics and historical linguistics. 
Chapter 9 emphasises the important relationship between language and society and includes a focus on the 
concept of social dialect and style. Pidgins and creoles are discussed with greater reference to Aboriginal 
and Torres Strait Islander languages. The ‘Language in use’ section takes up slang, profanity, racial 
epithets, euphemisms and similar topics. Attitudes towards language and how they reflect the views and 
mores of society are also included in this chapter. We also discuss topics such as English spoken by non-
native speakers and so-called standard languages. A section on language and sexism reflects a growing 
concern with this topic. An expanded list of references in this chapter is a valuable resource for further 
study.

Chapter 10, on language change, includes the latest research on language families, language relatedness 
and language typology. There is also a section ‘Extinct and endangered languages’, which reflects the 
intense interest in this critical subject. In response to reviewers’ requests, a detailed and more complex 
illustration of the application of the comparative method to two contemporary dialects to reconstruct their 
ancestor – often called ‘internal reconstruction’ – is included in this chapter.

Chapter 11, on writing systems, has been updated with a discussion on emojis, adding a further 
dimension to what it means to write a language.

Key terms, which are bold in the text, are defined in the margin close to where they appear, as well as 
in the revised glossary at the end of the book. The glossary has been expanded and improved so that this 
edition provides students with a linguistic lexicon of nearly 550 terms, making the book a worthy reference 
volume.

This new Australian edition continues to reflect the study of linguistics in Australia by taking account 
of the place of language in Australian society and by basing its detailed description of English on the 
Australian English dialect. The phonemic symbols, for example, are those that are in standard use in this 
country, and the discussion of social and regional variation in Chapter 9 continues to focus on Australia 
and New Zealand. This book assumes no previous knowledge on the part of the reader. An updated list of 
references and list of weblinks at the end of each chapter are included to accommodate any reader who 
wishes to pursue a subject in more depth. Each chapter concludes with a summary and exercises to enhance 
the student’s interest in, learning and comprehension of the textual material. We wish to thank the 
reviewers of this edition. We have benefited greatly from discussions with and suggestions from friends, 
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colleagues, students, lecturers, tutors and reviewers of the last edition. If this text is better than the last, 
it is because of them. The responsibility for errors in fact or judgement is, of course, ours. We hope that the 
continual updates we make to the book improve its quality and the user experience. Finally, we wish to say 
thank you to the lecturers who have used the earlier editions; without them and their students there would 
be no new edition. 
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Part 1
The nature of human language
1 What is language? 2

Reflecting on Noam Chomsky’s ideas on the innateness of the 
fundamentals of grammar in the human mind, I saw that any innate 
features of the language capacity must be a set of biological structures, 
selected in the course of the evolution of the human brain.

S E Luria, A Slot Machine, a Broken Test Tube, an Autobiography, 1984

The nervous systems of all animals have a number of basic functions 
in common, most notably the control of movement and the analysis of 
sensation. What distinguishes the human brain is the variety of more 
specialized activities it is capable of learning. The pre-eminent example is 
language. 

Norman Geschwind, Specializations of the Human Brain, 1979

Linguistics shares with other sciences a concern to be objective, 
systematic, consistent and explicit in its account of language. Like other 
sciences, it aims to collect data, test hypotheses, devise models and 
construct theories. Its subject matter, however, is unique: at one extreme 
it overlaps with such ‘hard’ sciences as physics and anatomy; at the other, 
it involves such traditional ‘arts’ subjects as philosophy and literary 
criticism. The field of linguistics includes both science and the humanities, 
and offers a breadth of coverage that, for many aspiring students of the 
subject, is the primary source of its appeal.

David Crystal, The Cambridge Encyclopedia of Language, 2010
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When we study human language, we are approaching what some might call the ‘human 
essence’, the distinctive qualities of mind that are, so far as we know, unique to [humankind].

Noam Chomsky, Language and Mind, 1972

1 What is language?

Whatever else people do when they come together – whether they play, fight, make love or make 
cars – they talk. We live in a world of language. We talk to our friends, our associates, our wives 
and husbands, our lovers, our teachers, our parents, our rivals and even our enemies. We talk 
to bus drivers and total strangers. We talk face-to-face and over the telephone, and everyone 
responds with more talk. Television and radio further swell this torrent of words. Hardly a 
moment of our waking lives is free from words and even in our dreams we talk and are talked to. 
We also talk when there is no-one to answer. Some of us talk aloud in our sleep. We talk to our 
pets and sometimes to ourselves.

The possession of language, perhaps more than any other attribute, distinguishes humans 
from other animals. To understand our humanity, one must understand the nature of language 
that makes us human. According to the philosophy expressed in the myths and religions of many 
peoples, language is the source of human life and power. To some people of Africa, a newborn 
child is a kintu, a ‘thing’, not yet a muntu, a ‘person’. Only by the act of learning language does the 
child become a human being. According to this tradition, then, we all become human because we 
all know at least one language. But what does it mean to know a language?

Linguistic knowledge

Learning objectives

After reading Chapter 1, you should be able to:
• understand the arbitrary relation between linguistic form and meaning
• distinguish between linguistic knowledge (competence) and linguistic behaviour 

(performance)
• distinguish between descriptive and prescriptive rules of grammar
• understand the relationship between grammatical rules of individual languages and 

principles of language structure that may hold across all languages
• explain the difference between human language and the communicative systems of other 

animals.

sign language
A language used 
by deaf people in 
which linguistic 
units, such as 
morphemes and 
words as well 
as grammatical 
relations, are 
formed by 
manual and other 
body movements.

Do we know only what we see, or do we see what we somehow already know?

Cynthia Ozick, ‘What Helen Keller Saw’, New Yorker, 16 and 23 June 2003

When you know a language, you can speak and be understood by others who know that language. 
This means you are able to produce strings of sounds that signify certain meanings and to 
understand or interpret the sounds produced by others. But language is more than speech. Deaf 
people produce and understand sign languages just as hearing people produce and understand 
spoken languages. The languages of the deaf communities throughout the world are equivalent 
to spoken languages, differing only in their modality of expression.

2



Almost everyone knows at least one language. Five-year-old children are nearly as proficient 
at speaking and understanding speech as their parents. Yet the ability to carry out the simplest 
conversation requires profound knowledge that most speakers are unaware of. This is true for 
speakers of all languages, from Albanian to Zulu. A speaker of English can produce a sentence 
that has two relative clauses without knowing what a relative clause is, such as:

My goddaughter, who was born in Sweden and who now lives in Australia, is named Disa, 
after a Viking queen.
In a parallel fashion, a child can walk without understanding or being able to explain the 

principles of balance and support or the neurophysiological control mechanisms that permit one 
to do so. The fact that we may know something unconsciously is not unique to language.

Knowledge of the sound system
Part of knowing a language means knowing what sounds (or signs)1 are in that language and 
what sounds are not. One way this unconscious knowledge is revealed is by the way speakers of 
one language pronounce words from another language. If you speak only English, for example, 
you may substitute an English sound for a non-English sound when pronouncing words of another 
language, such as French ménage à trois. If you pronounce it as the French do, you are using sounds 
outside the English sound system.

French people speaking English often pronounce words such as this and that as if they were 
spelt zis and zat. The English sound represented by the initial letters th in these words is not part 
of the French sound system, and the French pronunciation reveals the speaker’s unconscious 
knowledge of this fact.

Knowing the sound system of a language includes more than knowing the inventory of sounds. 
It means also knowing which sounds may start a word, end a word and follow each other. The 
name of a former president of Ghana was Nkrumah, pronounced with an initial sound like the 
sound ending the English word sing. Although this is an English sound, no word in English 
begins with the ng sound. Speakers of English who have occasion to pronounce this name often 
mispronounce it (by Ghanaian standards) by inserting a short vowel sound, such as Nekrumah 
or Enkrumah. Similarly, the first name of the New Zealand mystery writer Ngaio Marsh is often 
mispronounced with an ‘n’ sound at the beginning instead of the ‘ng’ sound. Children who learn 
English recognise that ng does not begin a word, just as Ghanaian and Māori children learn that 
words in their language may begin with the ng sound.

We will learn more about sounds and sound systems in Chapters 2 and 3. 

Knowledge of words
Knowing the sounds and sound patterns in our language constitutes only one part of our linguistic 
knowledge. Knowing a language means also knowing that certain sequences of sounds signify certain 
concepts or meanings. Speakers of English know what boy means, and that it means something different 
from toy or girl or pterodactyl. When you know a language, you know words in that language; that is, 
which sequences of sounds are related to specific meanings and which are not.

Arbitrary relation of form and meaning

sign
A single gesture 
(possibly 
with complex 
meaning) in the 
sign languages 
used by the deaf.

The minute I set eyes on an animal I know what it is. I don’t have to reflect a moment; the right 
name comes out instantly. I seem to know just by the shape of the creature and the way it acts 
what animal it is. When the dodo came along he [Adam] thought it was a wildcat. But I saved him. I 
just spoke up in a quite natural way and said, ‘Well, I do declare if there isn’t the dodo!’

Mark Twain, Eve’s Diary, 1906

CHAPTER 1  /  WHAT IS LANGUAGE?
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If you do not know a language, the words (and sentences) of that language will be mainly 
incomprehensible because the relationship between speech sounds and the meanings they 
represent in the languages of the world is, for the most part, an arbitrary one. When you are 
acquiring a language, you have to learn that the sounds represented by the letters house signify 
the concept ; if you know French, this same meaning is represented by maison; if you know 
Spanish, by casa, if you know Amharic, by bet. Similarly,  is represented by hand in English, 
main in French, nsa in Twi, and ruka in Russian. The same sequence of sounds can represent 
different meanings in different languages. The word bolna means ‘speak’ in Hindu-Urdu and 
‘aching’ in Russian; bis means ‘devil’ in Ukrainian and ‘twice’ in Latin; a pet means ‘a domestic 
animal’ in English and ‘a fart’ in Catalan; and the sequence of sounds taka means ‘hawk’ in 
Japanese, ‘fist’ in Quechua, ‘a small bird’ in Zulu, and ‘money’ in Bengali.

These examples show that the words of a particular language have the meanings they 
do only by convention. This arbitrary relationship between form and meaning is shown in  
Figure 1.1, whereby a pterodactyl could have been called a ron, blick or kerplunkity and remained 
the same type of dinosaur.

As Juliet says in Shakespeare’s Romeo and Juliet:

arbitrary
Describes 
the property 
of language, 
including sign 
language, 
whereby there 
is no natural 
or intrinsic 
relationship 
between the 
way a word is 
pronounced (or 
signed) and its 
meaning.

Figure 1.1 Form and meaning

Herman®/LaughingStock Licensing Inc., Ottawa, Canada

What’s in a name? That which we call a rose
By any other name would smell as sweet.

PART 1  /  THE NATURE OF HUMAN LANGUAGE
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This conventional and arbitrary relationship between form (sounds) and meaning (concept) 
of a word in spoken languages is also true of many signs in sign languages. If you see someone 
using a sign language you do not know, it is doubtful you will understand much of the message 
from the signs alone. A person who knows Chinese Sign Language (CSL) would find it difficult to 
understand Australian Sign Language (Auslan) and vice versa.

For some signs, the relationship between form and meaning was originally not arbitrary. 
The Auslan sign meaning ‘tomorrow’, for example, may have originated as a compound of signs 
meaning ‘one’ and ‘sleep’. Over time this has changed, just as the pronunciation of words may 
change; now, the sign is formed by a ‘one’ handshape moving away from the cheek. These signs 
become conventional, so that the forms of the handshape, movement and location do not reveal 
the meaning any longer.

There is some sound symbolism in language; that is, words whose pronunciation suggests 
their meaning. Most languages contain onomatopoeic words, such as buzz or murmur, that imitate 
the sounds associated with the objects or actions they refer to. But even here the sounds differ 
from language to language, reflecting the particular sound system of the language. In English 
cock-a-doodle-doo is an onomatopoeic word whose meaning is ‘the crow of a rooster’, whereas in 
Finnish the rooster’s crow is kukkokiekuu. Forget gobble gobble when you are in Istanbul; a turkey 
in Turkey goes glu-glu.

Sometimes particular sound sequences seem to relate to a particular concept. In English many 
words beginning with gl relate to sight, such as glare, glint, gleam, glitter, glossy, glaze, glance, 
glimmer, glimpse and glisten. However, such words are a very small part of any language, and gl 
may have nothing to do with ‘sight’ in another language or even in other words in English, such 
as gladiator, glucose, glory, glutton, globe and so on.

To know a language we must know words of that language. But no speaker knows all the 
entries in an unabridged dictionary, and even if someone did, he or she would still not know that 
language. Imagine trying to learn a foreign language by buying a dictionary and memorising 
words. No matter how many words you learnt, you would not be able to form the simplest phrases 
or sentences in the language, or understand a native speaker. No one speaks in isolated words. Of 
course, you could search in your tourist’s dictionary for individual words to find out how to say 
something like ‘car – petrol – where?’ After many tries, a native speaker might understand this 
question and then point in the direction of a service station. If the speaker answered you with a 
sentence, however, you probably would not understand what was said; nor would you be able to 
look it up, because you would not know where one word ended and another began. Chapter 5 will 
explore how words are put together to form phrases and sentences, and Chapter 6 will explore 
word and sentence meanings.

The creativity of linguistic knowledge

convention/
conventional
The agreed-on, 
though generally 
arbitrary, 
relationship 
between the form 
and meaning of 
words.

form
The phonological 
or gestural 
representation of 
a morpheme or 
word.

meaning
The conceptual 
or semantic 
aspect of a sign 
or utterance 
that permits us 
to comprehend 
the message 
being conveyed. 
Expressions 
in language 
generally have 
both form – 
pronunciation 
or gesture – and 
meaning.

sound symbolism
The notion that 
certain sound 
combinations 
occur in 
semantically 
similar words, 
for example, gl 
in gleam, glisten, 
glitter, which all 
relate to vision.

onomatopoeia/
onomatopoeic
Refers to 
words whose 
pronunciations 
suggest their 
meaning, e.g. 
meow, buzz.

Albert: So are you saying that you were the best friend of the woman who was married to 
the man who represented your husband in divorce?

André: In the history of speech, that sentence has never been uttered before.

Neil Simon, The Dinner Party, 2000

Knowledge of a language enables you to combine sounds to form words, words to form phrases 
and phrases to form sentences. You cannot buy a dictionary of any language with all its sentences 
because no dictionary can list all the possible sentences. Knowing a language means being able 
to produce and understand new sentences never spoken before. This is the creative aspect, or 
creativity of language. Not every speaker of a language can create great literature, but everybody 
who knows a language can create and understand new sentences.

creative aspect/
creativity of 
language 
Speakers’ ability 
to combine the 
finite number of 
linguistic units of 
their language 
to produce and 
understand an 
infinite range of 
novel sentences.

CHAPTER 1  /  WHAT IS LANGUAGE?
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In pointing out the creative aspect of language, Chomsky made a powerful argument against 
the behaviourist view of language that prevailed in the first half of the twentieth century, 
which held that language is a set of learnt responses to stimuli. While it is true that if someone 
steps on our toes we may automatically respond with a scream or a grunt, these sounds are not 
part of language. They are involuntary reactions to stimuli. After we automatically cry out, we 
can then go on to say, ‘Thank you very much for stepping on my toe because I was afraid I had 
elephantiasis, but because I could feel it hurt I know I don’t’, or any one of an infinite number of 
sentences, because the particular sentence we produce is not controlled by a stimulus.

Even some involuntary cries, such as ouch, are constrained by our own language system, as are 
the filled pauses that are sprinkled through conversational speech, such as er, uh and you know in 
English. They contain only the sounds found in the language. French speakers, for example, often 
fill their pauses with the vowel sound that starts their word for ‘egg’ – oeuf – a sound that does 
not occur in English. Knowing a language includes knowing what sentences are appropriate in 
various situations. Saying ‘Minced steak costs five dollars a kilo’ after someone has just stepped 
on your toe would hardly be an appropriate response, although it would be possible.

Our creative ability is not only reflected in what we say, but also includes our understanding of 
new or novel sentences. Consider the following sentence: Ben Hall decided to become a bushranger 
because he dreamed of pigeon-toed giraffes and cross-eyed elephants dancing in pink skirts and green 
berets on the wind-swept sands of the Nullarbor. You may not believe the sentence, you may question 
its logic, but you can understand it, although you have probably never heard or read it before now.

Knowledge of a language, then, makes it possible to understand and produce new sentences. If 
you counted the number of sentences in this book that you have seen or heard before, the number 
would be small. Next time you write an essay or a letter, see how many of your sentences are 
new. Few sentences are stored in your brain, to be pulled out to fit some situation or matched with 
some sentence that you hear. Novel sentences never spoken or heard before cannot be stored in 
your memory.

Simple memorisation of all the possible sentences in a language is impossible in principle. If 
for every sentence in the language a longer sentence can be formed, then there is no limit to the 
length of any sentence and therefore no limit to the number of sentences. In English you can say:

This is the house.

or
This is the house that Jack built.

or
This is the malt that lay in the house that Jack built.

or
This is the dog that worried the cat that killed the rat that ate the malt that lay in the house 
that Jack built.

And you need not stop there. How long, then, is the longest sentence? A speaker of English 
can say:

The old man went.

or
The old, old, old, old, old man went.

How many ‘olds’ are too many? Seven? Twenty-three?
It is true that the longer these sentences become, the less likely we would be to hear or to 

say them. A sentence with 276 occurrences of ‘old’ would be highly unlikely in either speech or 
writing, even to describe Methuselah. But such a sentence is theoretically possible. If you know 
English, you have the knowledge to add any number of adjectives as modifiers to a noun and to 
form sentences with indefinite numbers of clauses, as in the house that Jack built.

PART 1  /  THE NATURE OF HUMAN LANGUAGE
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All human languages permit their speakers to form indefinitely long sentences; creativity is 
a universal property of human language.

The fact of human linguistic creativity was well expressed more than 400 years ago by Huarte 
de San Juan (1530–1592): 

‘Normal human minds are such that … without the help of anybody, they will produce 1000 
(sentences) they never heard spoke of … inventing and saying such things as they never 
heard from their masters, nor any mouth’.

Knowledge of sentences and non-sentences
A person who knows a language has mastered a system of rules that assigns sound and 
meaning in a definite way for an infinite class of possible sentences.

Noam Chomsky, Language and Mind, 1972

Our knowledge of language not only allows us to produce and understand an infinite number 
of well-formed (even if silly and illogical) sentences. It also permits us to distinguish well-
formed (grammatical) from ill-formed (ungrammatical) sentences. This is further evidence of 
our linguistic creativity because ungrammatical sentences are typically novel, not sentences 
we have previously heard or produced, precisely because they are ungrammatical! Consider the 
following sentences:

1 a John kissed the little old lady who owned the shaggy dog.
b Who owned the shaggy dog John kissed the little old lady.
c John is difficult to love.
d It is difficult to love John.
e John is anxious to go.
f It is anxious to go John.
g John, who was a student, flunked his exams.
h Exams his flunked student a was who John.

If you were asked to put an asterisk before the examples that seemed ill formed or 
ungrammatical or no good to you, which ones would you choose? (The asterisk * is used before 
examples that speakers reject for any reason. This notation will be used throughout the book.) 
Our intuitive knowledge about what is or is not an allowable sentence in English leads us to put 
an asterisk before b, f and h. Which ones did you choose? Would you agree with the following 
judgements?

2 a What he did was climb a tree.
b *What he thought was want a sports car.
c Drink your beer and go home!
d *What are drinking and go home?
e I expect them to arrive a week from next Thursday.
f *I expect a week from next Thursday to arrive them.
g Linus lost his security blanket.
h *Lost Linus security blanket his.

If you find the sentences with asterisks unacceptable, as we do, you see that not every string of 
words constitutes a well-formed sentence in a language. Our knowledge of a language determines 
which strings of words are well-formed sentences, and which are not. Therefore, in addition to 
knowing the words of the language, linguistic knowledge includes rules for forming sentences 
and making the kinds of judgements you made about the examples in (1) and (2) above. These 
rules must be finite in length and finite in number so they can be stored in our finite brains. 

asterisk
The symbol * 
used to indicate 
ungrammatical 
or anomalous 
examples; 
for example, 
*cried the baby, 
*sincerity dances; 
also used in 
historical and 
comparative 
linguistics to 
represent a 
reconstructed 
form.
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Yet they must permit us to form and understand an infinite set of new sentences. They are not 
rules determined by a judge or a legislature, or even rules taught in a grammar class. They are 
unconscious rules that we acquire as young children as we develop language.

Returning to the question we posed at the beginning of this chapter – what does it mean to 
know a language? It means knowing the sounds and meanings of many, if not all, of the words 
of the language, and the rules for their combination – the grammar, which generates infinitely 
many possible sentences. We will have more to say about these rules of grammar in later chapters.

Linguistic knowledge and performance 
linguistic 
competence
The knowledge 
of a language 
represented 
by the mental 
grammar 
that accounts 
for speakers’ 
linguistic ability 
and creativity. 
For the most 
part, linguistic 
competence is 
unconscious 
knowledge.

linguistic 
performance
The use of 
linguistic 
competence 
in the 
production and 
comprehension 
of language; 
behaviour as 
distinguished 
from linguistic 
knowledge.

slip of the tongue 
(speech error)
An involuntary 
deviation from 
an intended 
utterance that 
often results in 
ungrammaticality, 
nonsense words, 
anomaly, etc.

‘What’s one and one and one and one and one and one and one and one and one and one?’ 
‘I don’t know’, said Alice. ‘I lost count’. ‘She can’t do Addition’, the Red Queen interrupted.

Lewis Carroll, Through the Looking-Glass, 1871

Our linguistic knowledge permits us to form longer and longer sentences by joining sentences 
and phrases or adding modifiers to a noun. Whether we stop at three, five or eighteen adjectives, 
it is impossible to limit the number we could add if desired. Very long sentences are theoretically 
possible, but they are highly improbable. Evidently, there is a difference between having the 
knowledge necessary to produce sentences of a language and applying this knowledge. It is a 
difference between what we know – our linguistic competence – and how we use this knowledge 
in actual speech production and comprehension – our linguistic performance.

Speakers of all languages have the knowledge to understand or produce sentences of any 
length. However, there are physiological and psychological reasons that limit the number of 
adjectives, adverbs, clauses and so on that we actually produce and understand. Speakers may 
run out of breath, lose track of what they have said or die of old age before they are finished. 
Listeners may become confused, tired, bored or disgusted.

When we speak we usually wish to convey some message. At some stage during the act of 
producing speech, we must organise our thoughts into strings of words. Sometimes the message 
is garbled. We may stammer or pause or produce slips of the tongue (or speech errors), like 
saying ‘preach seduction’ when ‘speech production’ is meant (discussed in Chapters 3 and 8). We 
may even sound like the character in the cartoon below, who illustrates the difference between 
linguistic knowledge and the way we use that knowledge in performance.

For the most part, linguistic knowledge is not conscious knowledge. The linguistic system – 
the sounds, structures, meanings, words and rules for putting them all together – is acquired with 
no conscious awareness. Our ability to speak and understand, and to make judgements about the 
grammaticality of sentences, reveals our knowledge of the rules of our language. This knowledge 
represents a complex cognitive system. The nature of this system is what this book is all about. 
Figure 1.2 highlights the distinction between linguistic knowledge and linguistic performance.

What is grammar?
We use the term ‘grammar’ with a systematic ambiguity. On the one hand, the term refers to 
the explicit theory constructed by the linguist and proposed as a description of the speaker’s 
competence. On the other hand, it refers to this competence itself.

Noam Chomsky and Morris Halle, The Sound Pattern of English, 1968
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Descriptive grammars

Figure 1.2 Linguistic knowledge versus linguistic performance

CartoonStock/Robert Mankoff

There are no primitive languages. The great and abstract ideas of Christianity can be 
discussed even by the wretched Greenlanders.

Johann Peter Suessmilch, in a paper delivered before the Prussian Academy, 1756

The way we are using the word grammar differs from most common usages. In our sense, the 
grammar includes the knowledge speakers have about the units and rules of their language – rules 
for combining sounds into words (called phonology), rules of word formation (called morphology), 
rules for combining words into phrases and phrases into sentences (called syntax) and rules for 
assigning meaning (called semantics). The grammar, together with a mental dictionary that 
lists the words of the language, represents our linguistic competence. To understand the nature 
of language, we must understand the nature of grammar and, in particular, the internalised, 
unconscious set of rules that is part of every grammar of every language.

Every human being who speaks a language knows its grammar. When linguists wish to 
describe a language, they attempt to describe the rules (the grammar) of the language that exist 
in the minds of its speakers. Some differences will exist among speakers, but there must be shared 
knowledge too. The shared knowledge – the common parts of the grammar – makes it possible to 
communicate through language. To the extent that the linguist’s description is a true model of 
the speakers’ linguistic capacity, it is a successful description of the grammar and of the language 
itself. Such a model is called a descriptive grammar. It does not tell you how you should speak; 
it describes your basic linguistic knowledge. It explains how it is possible for you to speak and 
understand and make judgements about well-formedness, and it tells what you know about the 
sounds, words, phrases and sentences of your language.

grammar
A linguistic 
description 
of a speaker’s 
mental grammar; 
the mental 
representation 
of a speaker’s 
linguistic 
competence; 
what a speaker 
knows about a 
language. 

phonology
The sound system 
of a language; 
the component 
of a grammar 
that includes 
the inventory 
of sounds 
(phonemic units) 
and the processes 
required to 
ensure their 
appropriate 
combination 
and realisation, 
including aspects 
of rhythm, 
intonation and 
stress; the study 
of the sound 
systems of all 
languages.

morphology
The structure 
of words; the 
component of 
the grammar 
that includes the 
rules of word 
formation.

syntax
The rules 
of sentence 
formation; the 
component of the 
mental grammar 
that represents 
speakers’ 
knowledge of 
the structure 
of phrases and 
sentences.

semantics
The study of the 
linguistic meaning 
of morphemes, 
words, phrases 
and sentences.
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